Falconsai text summarizer(<https://huggingface.co/Falconsai/text_summarization>)

* Model: varient of T5 transformer model designed for text summarization
* Input limit: input must be below 512 tokens( ~ words)
* Quality không ổn, hay đưa ra các output vô lý , hay crash

facebook/bart-large-cnn(<https://huggingface.co/facebook/bart-large-cnn>)

* Model: BART model pre-trained on English language news articles
* Input limit: 1024 tokens, nếu muốn lên đến limit 2000 ký tự chắc phải tách input ra thành 2 phần rồi summarize từng phần(Việc này thiếu hiệu quả sẽ phải nghiên cứu thêm)
* Output chất lượng tốt, có được chọn min và max token length của output